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« |P address, version of runtime, service version, status (accepting
work), state (connection pools, caches, circuit breakers, ...)

e Thatis,

— Instead of (in addition to) the centralized monitoring system
reporting health of a service, the service itself provides it

* Not really of any use, in case the service has failed...
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 Example: Added a health path to my cave service
— Pretty easy, just another route with relatively hard-coded data...

ACcsdevi@ml:~/pro]
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» Your Dockerfile supports container healthchecks
— Ex: Check every 5 min that main page is responding in < 3secs

HEALTHCHECK --interval=5m --timeout=3s %\
CMD curl - http://localhost/ || exit 1

— This is a rudimentary check, better to provide a /health path with
e.g. JSON payload that describe health — like my previous
example

e Of course, your application must then provide that
particular /health path!
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When a container has a healthcheck specified. it has a health status in addition to its normal status. This status is initially
starting . Whenever a health check passes, it becomes healthy (whatever state it was previously in). After a certain number of

consecutive failures, it becomes unhealthy .

The options that can appear before o are:

--interval=DURATION (default: 3z8s )
--timeout=DURATION (default: 38z )
--start-period=DURATION (default: es )
--retries=nN (default: 3 )

The health check will first run interval seconds after the container is started, and then again interval seconds after each previous
check completes.

« Ifit does not appear ‘healthy’ after the N retries, the
container stops
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« The swarm will restart a container (given section ‘restart-
policy’) if it is not healthy
« Compose-file may overrule the healthcheck (or add it)

healthcheck:
test: ["CMD™, “curl™, “-f™, “http://localhost™]
interval: 1m3@s
timeout: 18s
retries: 3
start_period: 48s
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Example
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csdev@m51:~/proj/cave$ docker run --name cave -d -p 7777:7777 henrikbaerbak/private:cave
258eded4265e46ac2caadfc978c5b19610707d83929355cdad74d6f1dad4516162

csaevigmaL:~/proj/cave$ docker inspect --format='{{json .State.Health}}' cave

{"Status":"starting", "FailingStreak":0,"Log":[]}

CaUEVEIDL . - v)/vave$ docker inspect ——format='{{150n .State.Health}}' cave

{“Status"-“startlng" "FailingStreak":0,"Log":[]}

csdev@m51:~/proj/cave$ docker inspect --format='{{json .State.Health}}' cave
{"Status":"starting","FailingStreak":0,"Log":[{"Start":"2020-85-01T10:16:15.522517449+02:00", "End":"2020-05-01T10:16:15.879777926+02:0
0","ExitCode":1,"Output”:""}1}

csdev@m51:~/proj/cave$ docker inspect --format='{{json .State.Health}}' cave

{"Status":"starting", "FailingStreak":0,"Log":[{"Start":"2020-05-01T10:16:15.522517449+02:00", "End":"2020-05-01T10:16:15.879777926+02:0
0","ExitCode":1, "Output™:""}1}

codovAmEl: - fmroi foove$ docker inspect --format='{{json .State.Health}}' cave

{"Status": "healthy","FailingStreak”:0,"Log": [{"Start":"2020-85-01T10: 16: 15.522517449+02: 00", "End" : "2020-05-01T10: 16: 15.. 879777926+02: 00
" MExitCodar-1 "owtrut:*"},{"Start":"2020-05-01T10:16:45.882349199+02:00", "End" : "2020-05-01T10:16:46.230605475+02:00", "ExitCode":1,"0
utput”:""},{"Start":"2020-05-01T10:17:16.244181463+02:00", "End" : "2020-05-01T10 : pesues — -

":\"SkyCave Daemon\",\"state\":\"healthy\",\"upSince\":\"2020-05-01T08:16:46.89 i Mozilla Firefox
t:7777/health\"}"}, {"Start":*2020-05-01T10:17:46.54392538+02:00" , "End" : "2020-05 | HNTNNNESE NN % | +

"title\":\"SkyCave Daemon\",\"state\":\"healthy\" ,\"upSince\":\"2020-05-01T08:1
ocalhost:7777/health\"}"},{"Start":"2020-05-01T10:18:16.762468762+02:00", "End" :
put":"{\"title\":\"SkyCave Daemon\",\"state\":\"healthy\",\"upSince\":\"20208-05 < C' @ @ localhost -
http://localhost:7777/health\"}"}1} —

JSONM Raw Data  Headers
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Healthcheck in Dockerfile
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Health in Compose

« Added healthcheck in compose on my CaveService

csdev@m51:~/proj/cave$ docker ps
CONTAIN IMAGE

-a
COMMAND CREATED STATUS PORTS

henrikbaerbak/private:cave Up 4 minutes 7777/ tcp

"./gradlew daemon2l .." 4 minutes
dgq36v9 ABOWS

76d5f7d94651 henrikbaerbak/private: caveservice "java -jar /root/cav.." 4 minutes Up 4 minutes (healthy)

« Added path ‘/halt’ that stops the web server!

csdev@m51:~/proj/cave$ http localhost:99¢9/halt I

ot
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deploy:
replicas: 1
restart policy:
delay: 5s
max attempts: 15

csdev@m51:~/proj/ce (
ID NODE DESIRED STATE CURRENT STATE
TS
i m51
m51
m51

* Morale: Simple ‘control plane’ behavior is possible in
swarm...
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| tried in my ‘strangled’ cave consisting of
— Daemon + CaveService
« To view the startup process..
* |t seems that...

— (though I find the docs pretty ambigous)
— The container is not ‘ready for action’ until the first healthcheck

A failure experiment

has passed...
— Which means my Daemon did not work until the interval period
r]Ei(j EB)(F)iFEB(j___ # Do health checks and restart if down

healthcheck:

test: ["CcMD", "curl®, "-f", "http://localhost:9999/msdo/v1/cave/health"]
interval: 38s

timeout: 5s
retries: 3
start period: 1@s
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Summary

« Healthchecks can serve two purposes in a container

context

— As a web page we can inspect to review ‘interesting stuff’

 Ala...

— As a container mechanism to
control restarts and simple
monitoring

— Caveat: ‘curl’ is itself a pretty big

] « c @ © £ 134.209.94.232.7777/info

SkyCave Daemon HTTP Server

Statistics

Requests handled during life time: 3237

Last Request:

RequestObject [operationName="cave-logout®, pavload='["SbSbdaas-222b-4382-a22c-87

This node has IPs:

e 172.18.04
e 10.255.0.11
* 10028
e 127001

package to require to be installed in the container...



